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CMS Computing ModelCMS Computing Model
 CMS is implementing a distributed computing model, with 7

Tier-1 computing facilities:  ASGC (Taiwan), CNAF (Italy),
FNAL (USA), FZK(German), IN2P3 (FRANCE), PIC (Spain),
RAL (UK)

 The FNAL Tier-1 only supports the CMS VO and is the only
Tier-1 in the Americas.

 Provide support for 7 US Tier-2s and 2 in Brazil

Data Transfer with CMS Data Transfer with CMS PhEDEx PhEDEx Tool and SRMTool and SRM
(In quality plot nearly all data is eventually transferred, but make take several(In quality plot nearly all data is eventually transferred, but make take several

retries)retries)
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Grid InterfacesGrid Interfaces

 FNAL has run as many as 4 separate Grid Interfaces to
access the batch resources

 The OSG-CE, the LCG-CE, a prototype gLite CE, and SAM
Grid for opportunistic access to the farm by Dzero

 This year in a testament to the progress on interoperability
the facility was able to reduce to two instances of the OSG-
CE to support all incoming Vos (one more to follow)

 Reduces the support load on the facility team and improves
the quality of service

Responsibilities of theResponsibilities of the  Tier-1 Computing CentersTier-1 Computing Centers
 Tier-1 Centers serve as an extension of the experiment on-

line computing
 Share of raw data for custodial storage
 Second copy of the raw data is distributed to Tier-1 centers

 Data Reprocessing
 CMS anticipates 2 reprocessing runs per year

 They are entrusted with serving the data entrusted to them
 Selecting and Skimming data for User Analysis and

Calibration Tasks
 Data Serving to Tier-2 centers for analysis

 Tier-1 centers also support Tier-2 centers
 Some specific operational support responsibilities
 FNAL supports 7 US Tier-2 centers

 Archival Storage for Simulation and Important Analysis
products from Tier-2 centers

 Tier-2 centers typically do not have tape-based mass
storage

Processing ScalingProcessing Scaling

 Batch system scaling
 The Tier-1 center has utilized

Condor as the only batch system
since 2003

 We have been able to maintain
a scalable batch processing
environment by deploying
reasonably close to the most
modern stable release.

 During the three year
procurement ramp of the Tier-1
the number of batch slots has
doubled yearly

 The lower two plots are Ganglia
plots from the cluster that show
the applications running on the
Tier-1 are making efficient use of
the CPU resources

SummarySummary
• US-CMS Facilities are Growing

– We expect to be ready with the appropriate sized center for high
energy data

• Grid, Storage and Processing Services are coming on line and
becoming more reliable

– Operations experience still needs to improve and some of the
services need to become more robust

Capacity of the FNAL Tier-1 CenterCapacity of the FNAL Tier-1 Center
The FNAL Center is the largest CMS Tier-1 at roughly 
Twice a nominal Tier-1 center

FNAL
Tier-1
2008

CPU 12.0MSI2k 1000 nodes
Disk 2.7PB 200 Servers (1600MB/s IO)

Network 20Gb/s CERN to FNAL (shared)
People 30FTE Includes Developers and Ops

FNAL
Tier-1
2007

CPU 6.3MSI2k 700 nodes
Disk 1.7PB 150 Servers (1000MB/s IO)

Network 20Gb/s CERN to FNAL (shared)
People 28FTE Includes Developers and Ops

Mass Storage System ScalingMass Storage System Scaling

 The FNAL Tier-1 uses dCache
on top of Enstore for the site
Mass storage

 The facility exceeded 1PB of
managed disk store in 2007,
which access to a large
SL8500 tape library using
LTO3 tapes

 Performance from the dCache
system to wide area transfers
and to local applications is
shown in the top figure

 The performance has
exceeded the target rates set
in the CMS computing model
for 2008

 The aggregate data rates into
an out of dCache and Enstore
are shown in the middle plot.

 CMS is VO with the largest
data serving rate at FNAL

 The final plot shows the rate of
tapes consumed at the Tier-1

 During testing the center
recycles a lot of tapes.

Increase Production JobsIncrease Production Jobs
CMS has had several large scale event productions during 2007

Increase in User and Production JobsIncrease in User and Production Jobs
WhileWhile  production jobs continue to dominate theproduction jobs continue to dominate the  facility utilization,facility utilization,

there is a steady increase in user activitythere is a steady increase in user activity


